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Comparative Analysis of Fuzzy, Rough, Vague & 

Soft set Theories in Association Rule Mining  

Abstract- The general approaches to association rule mining 

focus on inducting rule by using correlation among data and 

finding frequent occurring patterns. The main technique (A 

priori) uses support and confidence measures for generating 

rules. But since the data have become more complex today, it’s a 

requisite to find solution that deals with such problems. There are 

certain constructive approaches that have already ameliorated 

ARM. The purpose of this paper is to review such existing 

presumption that have been used to increase the effectiveness of 

ARM by using the uncertainty, vagueness, approximation, and 

imprecision theories and what other measures could be called for. 

Index Terms—Data Mining, Association Rule Mining, Fuzzy 

Set Theory, Rough Sets, Vague Sets, Soft Sets 

I. INTRODUCTION 

Knowledge extraction from massive data is one of the 

most desired attributes of Data Mining. However, in reality, a 

substantial portion of the available information is stored in 

text databases (or document databases), which generally 

consists of large collections of documents from various 

sources, such as news articles, books, digital libraries and 

Web pages. Since web search engines have become pervasive 

and search has become integrated, retrieving of information 

from these search engines consist of three essentials: query, 

documents, and search results. 

The emerging growth of data mining raises the large 

range of complex applications which leads the broad study of 

data mining frequent patterns. Mining frequent sets over data 

streams present attractive new challenges over traditional 

mining in static databases. Data mining is normally used for 

retrieving the desire information to make it into knowledge 

from the large size databases. 

In section 2 we discuss the fundamental basis of 

association rules, and all the set theories that deal with 

uncertainty, incompleteness and vagueness, i.e., fuzzy, rough, 

vague and soft set theories. Section 3 introduces the related 

work that has been done so far with these theories in 

accordance with association rules. In Section 4 we discuss the 

future aspects of such technologies and what new 

propositions can be made. 

II. DEFINITION

2.1 Association Rule Mining 

Association rules discovery is one of the most important 

method which was given by R. Agrawal in 1993 [1]. It gives 

the information like "if-then" statements. These rules are 

invoked from the dataset. It generates from calculation of the 

support and confidence of each rule that can show the 

frequency of occurrence of a given rule. Association Analysis 

is the process of discovering hidden pattern or condition that 

occur frequently together in a given dataset. Association Rule 

mining techniques looks for interesting associations and 

correlations among the data set. An association rule entails 

probabilistic relationship, with the form X ⇒ Y between sets 

of  database attributes, where X and Y are sets of items, and 

X ∩ Y = ϕ. Given the set of transactions T, so we are 

interested in generating all rules that satisfy certain 

constraints. These constrains are support and confidence. The 

support of the rule is the fraction of the transactions in T that 

satisfy the union of items in X and Y. The probability, 

measured as the fraction of the transactions containing X also 

containing Y, is known as the confidence of the rule. 

Support should not be confused with confidence. While 

confidence is a measure of the rule's strength, which supports 

to statistical significance. 

With the help of these constraints, rules are computed 

from the data and, association rules have been calculated with 

the help of probability. Mining frequent itemsets is a 

fundamental and essential problem in many data mining 

applications such as the discovery of association rules, strong 

rules, correlations, multi-dimensional patterns, and lots of 

other important discovery tasks. 

The first and foremost algorithm that was given to 

generate association rules was a priori [2]. Its proposal used 

the same two constraints: support and confidence, and 

forming rules in accordance with these constraints. 
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2.2 Fuzzy Set Theory (mid 60’s) 

The most appropriate theory, for dealing with 

uncertainties is the theory of fuzzy sets developed by Zadeh 

[3]. The notion of fuzzy sets provides a convenient tool for 

representing vague concepts by allowing partial 

memberships.  

A fuzzy set (class) A in X is characterized by a 

membership (characteristic) function fA(x) which associates 

with each point in X a real number in the interval [0, 1], with 

the value of fA(x) at x representing the "grade of membership" 

of x in A. 

fA(x): U → [0,1] 

X = {(fA(x)/x): x ϵ U, fA(x)ϵ[0,1]} 

Thus, the nearer the value of fA(x) to unity, the higher 

grade of membership of x in A. A fuzzy set can be interpreted 

by a family of crisp sets, and fuzzy set operators can be 

defined using standard set operators. The membership values 

may be interpreted in terms of truth values of certain 

propositions, and fuzzy set operators in terms of logic 

connectives in many-valued logic. This provides a 

formulation of fuzzy set theory based on many-valued logic. 

The fuzzy set theory deals with the ill-definition of the 

boundary of a class through a continuous generalization of set 

characteristic functions. 

2.3 Rough Set Theory (Early 80’s) 

Rough set theory, proposed by Pawlak in 1980s [4] can be 

seen as a mathematical approach to deal with vagueness. The 

rough set philosophy is founded on the assumption that with 

every object of the universe of discourse we associate some 

information (data, knowledge). Objects characterized by the 

same information are similar in view of the existing 

information about them. Whereas the indiscernibility relation 

generated in this way is the mathematical basis of rough set 

theory. In the rough set approach indiscernibility is defined 

relative to a given set of functional (attributes). 

Let U be a set called universe and R be an equivalence 

relation on U, called indiscernibility relation. This pair (U, R) 

is called an approximation space or Pawlak approximation 

space. For any X ⊆ U, we call the following two subsets  

  (X) = {x∈  U | [x]    ⊆ U}, 

  (X) = {x∈  U | [x]    ∩ X ≠ Ø}, 

the lower and upper approximation with respect to the 

approximation space (U, R). Moreover, if    (X) =    (X), 

then X is called a definable set with respect to (U, R). 

Otherwise, X is called rough set in (U, R). The equivalence 

relation R induces a partition of U, denoted by U   R. The 

subsets contained in U   R are called equivalence classes, 

which are the fundamentals blocks to construct rough set 

approximations. 

Therefore, we assume that any vague concept is replaced 

by a pair of precise concepts – called the lower 

approximation consisting of all objects which surely belong 

to the concept and the upper approximation containing all 

objects which possibly belong to the concept. The 

dissimilarity between the upper and the lower approximation 

constitutes the boundary region of the vague concept. The 

approximations are two basic operations in rough set theory 

[5]. 

The equivalence classes of relation are called elementary 

sets which are then decomposed in upper and lower 

approximations (strong or weak membership). Any set of all 

indiscernible (similar) objects is called an elementary set, and 

forms a basic granule (atom) of knowledge about the 

universe. Any union of few elementary sets is referred to as 

crisp (precise) set – otherwise the set is rough (imprecise, 

vague). As a consequence, vague concepts in contrast to 

precise concepts cannot be characterized in terms of 

information about their elements. 

2.4 Vague Set Theory (early 90’s) 

 Gau’s and Buehrer [7] introduced the notion of vague 

sets. A vague set V in a universe of discourse U is 

characterized by a true membership function, tv and false 

membership function, fv, as given below:  
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tv: U → [0, 1], 

fv: U → [0, 1], and 

tv (x) + fv (x) ≤ 1, 

where tv(x) is a lower bound on the grade of membership of u 

derived from the evidence for x, and fv(x) is a lower bound on 

negation of x derived from the evidence against x. An Lu and 

Wilfred Ng [19] gave a detailed discussion of using the 

proper theory for imprecise or vague data. 

2.5 Soft Set Theory (late 90’s) 

Soft set as a new mathematical tool for dealing with 

uncertainties that was free from the inadequacy of the 

parameterization tools [6]. The way of describing any object 

in the soft set theory principally differs from the way in 

which we use classical mathematics.  

In classical mathematics, we construct a mathematical 

model and the perception of the exact solution of this model 

for an object. This model being too complex in nature, no 

exact solution is established. Thus, we introduce the 

approximate solution to that object. 

Let U be an initial universe set and let E be a set of 

parameters. A pair (F, A) is called a soft set over U, where F 

is a mapping shown by  

F: A → P (U) such that F (ε) = ϕ if ε ∉ A 

In other words, a soft set over U is a parametrized family 

of subsets of the universe U. For ε∈  A, F (ε) may be 

considered as the set of ε-approximate elements of the soft set 

(F, A). 

In the soft set theory, the object has an approximate 

nature since its initialization, and we do not need to introduce 

the notion of exact solution. We can introduce any 

parameterization since there is no restriction on the 

approximate description of the object. 

Analysis of the above set theories: 

The indiscernibility between objects is not used in fuzzy 

set theory. A fuzzy set is viewed as a class with unsharp 

boundaries. 

Y. Yao [8] illustrates how fuzzy sets and rough sets are 

generalizations of classical set theory. Both fuzzy set and 

rough set are applied for modeling vagueness and 

uncertainty. The rough set theory takes into consideration the 

indiscernibility between objects. The indiscernibility is 

normally characterized by an equivalence relation. Rough 

sets are the outcomes of approximating crisp sets using 

equivalence classes. Whereas the fuzzy set theory deals with 

the ill-definition of the boundary of a class through a 

continuous generalization of set characteristic function. The 

indiscernibility between objects is not used in fuzzy set 

theory. A fuzzy set is viewed as a class with unsharp 

boundaries, where a rough set is a crisp set which is coarsely 

described. 

All these theories can deal with diverse types of 

uncertainties and imprecision and vagueness but only major 

problem shared by these theories is their incompatibility with 

the parameterizations tools. Thus soft set overcomes this 

problem by allowing parameterization. 

III. RELATED WORK

Fuzzy sets and logic are being used in rule mining from 

very long time, as it provide a simple structure to deal 

uncertainty and imprecision. Fuzzy can be applied to both 

pre-mining and post-mining, i.e., we can either fuzzify the 

transactions in a dataset, then apply rule mining algorithm to 

the fuzzified data or we can first generate the rule and then 

create more fuzzified rule to deal with uncertainty. Some of 

the techniques perform both [9, 10]. C. Weng et al. [12] 

proposed method to mine fuzzy association rules based on 

possibility and deviation along with traditional a priori. 

In ARM, support and confidence are the basic measures 

that have been used since its inception, which define the 

statistical significance of any rule. Wei-Min Ma et.al [14] 

provided another measure named dependency that assists in 

finding more interesting rules using fuzzy membership. 

Rough set theory has the ability to deal with imprecise, 

incomplete (missing), inaccurate or inconsistent data as is the 

case. By implementing rough sets [15, 17], rule induction is 

much nearer to maximal association rule and more optimized 

since the attributes can be weighed in upper and lower 

bounds. Further, Xun Jiao et al. [16] confer the advantages of 

rough sets by creating a Decision Table and including three 

steps, such as by eliminating redundant attributes, reducing 
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number of attributes and on scanning Decision Table once 

had better produced decision attribute sets. 

Herawan and Deris [18] proposed that mining rules can 

be more specific if used the parameterization, thus applying 

soft set theory to rule mining. They concluded with the 

representation of traditional transactional data into soft sets 

via Boolean-valued system. Hence the rules generated were 

identical to the classical approach but provides more 

interestingness to regular rules. 

An Lu et al. [19, 22] helps in identifying what is better 

among Fuzzy Sets, Intuitionistic Fuzzy Sets and Vague Sets 

also giving notion of vague association rules (VARs) [20] by 

employing two more measures: attractiveness and hesitation 

of a data item allowing interval-based membership to confine 

more evidence to an object of the universe. Vague set theory 

has been applied to education field for mining association 

rules [23]. 

A comparison table is given below that highlights the 

quasi nature of the theories, all being multifaceted and 

distinct. 

IV. DISCUSSION AND FUTURE SCOPE

So far we have seen that in there lays high probability of 

uncertainty among data in databases/datasets. There are 

certain limitations of fuzzy, rough, vague and soft sets [8, 

12]. To deal with it, above mentioned set theories which cling 

to address uncertainty, approximations, & vagueness, have 

been used exclusively to particular application. We can, 

therefore, use the combination of all to deal with above said 

notion [17]. As discussed above, we can find certain 

dependencies and interest measures to find more interesting 

rules by using either of the theories. 

Fuzzy set [9, 10, 11, 12, 13, 14], rough set [15, 16, 17], 

and soft set [18] approaches have already been applied to rule 

mining. As discussed, coalesce of these theories [21, 22] can 

be used to discover healthier (strong), legitimate, appropriate 

and interesting rules. Another aspect that could be look upon 

is using vague set theory. This allows contrasting measure of 

how to handle the vagueness of data and up to which certain 

degree softness can be applied. 

TABLE 3.1 

Comparison of various set theories 

S.No. Fuzzy Rough Vague Soft 

1 

It deals with 

uncertainty, 

imprecise class, 

approximate data. 

It deals with approximative 

(rough) equality of sets in a given 

approximation space. 

Deals with  membership grade 

values lies within subinterval 

separating the positive and negative 

membership evidence of an element 

in a set 

Deals with uncertainties 

that are free from the 

inadequacy of the 

parameterization. 

2 

It assigns a grade of 

membership for 

elements. 

Equivalence classes of relation 

(elementary sets) which are then 

decomposed in upper and lower 

approximations (strong or weak 

membership) 

It defines the true membership and 

false membership forming lower & 

upper bounds. 

The object has an 

approximate nature since 

its initialization; hence no 

need to introduce the exact 

solution. 

3 

The membership 

value lies between 

interval [0, 1]. 

It also provide quality and 

accuracy measure of 

approximations. 

The subinterval [0, 1] defines the 

favoring evidence and opposing 

evidence of an object. 

Any parameterization of 

can be introduced since 

there is no restriction on 

the approximate 

description of the object. 

4 

Application 

domain: 

Pattern recognition, 

Communication of 

information, and the 

abstraction 

Application domain: 

Classification theory, cluster 

analysis, measurement theory. 

Field of AI, Inductive reasoning, 

automatic classification, pattern 

recognition and learning 

algorithms, etc 

Application domain: 

Decision making problem in 

commercial management. 

E-commerce, Commerce, Education 

and Academia 

Application domain: 

Stability regularization, 

game theory & operation 

research, 

soft analysis 

5 
Lacks: 

Cannot 

Lacks: 

Cannot parameterize elements. 

Lacks: 

Cannot parameterize elements, 

Lacks: 

Does not assign 



 ISSN: 2349 - 4689 INTERNATIONAL JOURNAL OF SCIENTIFIC PROGRESS AND RESEARCH  (IJSPR) 

Volume-02, Number- 01,  2014 

www.ijspr.com  IJSPR | 32 

parameterize 

elements. 

appropriately describe a smooth 

changing of information. 

membership values 

V. CONCLUSION 

The following conclusion is drawn from above review. The 

data present in current scenario uses mining technique that 

can only generate rules with certain statistical bound. Since 

the data is not crisp throughout, the methodologies are 

inadequate for rules generation. Thus by introducing Fuzzy, 

Rough, Vague, and Soft set theories we allow flexibility to 

our approach which can deal with various types of diverse 

problems pertaining uncertainty, approximation, vagueness, 

imprecision. Thus improving the way we deduce rules and 

mine datasets. 
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