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Abstract-The Social Voting offers the opportunity to promote 
our innovative concept, and to collect votes via social media 
channels. It is emerging as a new feature in online social 
media. It sets different challenges for recommendation. In this 
paper we show how to use a matrix-factorization and nearest-
neighbor based recommender systems that investigate user 
social network and group information for voting 
recommendation. we also observe that social and group 
information is much more important than to normal users to 
regular users. In this paper meta-path based nearest-neighbor 
models outperform computation-intensive matrix-factorization 
models in hot-voting recommendation, while users interests for 
non-hot voting’s can be better mined by matrix-factorization 
models. 

Keywords: Social Voting, Collaborative filtering, 
Recommender systems(RSs), Online social networks(OSNs). 

I. INTRODUCTION  

The online social network (OSN) such as Facebook,   
Twitter, instagram etc, & Its an easy way of transferring or 
sharing data between different users. But the user not only 
can share his data he can also update his data in forms of 
audio, video, text and pictures, with a direct user, he can 
also quickly distribute the updated data to larger user 
around the globe, where there need not to be a mutual user 
to one another they just need a knowledge about update 
which main user has distributed. Now a days many Online 
Social Network(OSNs) offers us the social voting 
function, such as organizing or creating any unique event 
regards to the head user and gives us an options, e.g., like 
or dislike, on various subjects ranging from user status, 
profile picture, to game played, product purchased, 
websites visited, and so on. 

Speaking about like and dislike type of voting’s  some of 
OSN, e.g., Facebook allow user to initiate their own 
voting fight on their topics which the user admin are 
interested with voting options. The friends of the admin 
user can participate in the voting process or they can give 
authorized to the use were they have the  idea or interest 
about the post which has been created by the admin user. 
Social voting also has a political commercial values, their 
Advertise can create to conduct an voting to conduct an 
market research. 

In the present system there is an increasing in popularity 

of social voting where they brings “information overload” 
problem where user can be easily swamp by various 
voting that were initiated, participated or rewetted by the 
direct user or indirect user to which there are mutual 
friends or not to the admin user of the present post which 
is in for voting recommendation.   

It is very difficult and very challenging to present the 
“right voting” to the “right user” so as to improve user 
experience and maximize user engagement in social 
voting. We present recommending interesting voting to 
the user which differs from the traditional items for a 
recommendation, such as books, movies, bikes, car and 
popularity etc. A user is more likely to participate in 
voting when voting has initiated from the admin .  

Toward addressing the challenges, we develop a set of 
novel Recommended System models, including matrix-
factorization based models and nearest-neighbour based 
models. We systematically evaluate and compare the 
performance of the proposed models using real social 
voting traces collected from Facebook. The contribution 
of this paper is twofold. 

1) Online social voting has not been much investigated to 
our knowledge. We develop matrix-factorization based 
and nearest-neighbour based Recommended System 
models.  

2) Our experiments on nearest-neighbour based models 
suggest that social network information dominates group 
affiliation information. And social and group information 
is more valuable to cold users than to heavy users.1 

II. RELATED WORK 

Bond et al. experimented about social influence on 61 
million persons in Facebook. This experiment says us  the 
following 

Human usually spread their thoughts through social 
networks like Facebook and other medias, but results were 
reported from a randomized controlled trial of political 
mobilization messages delivered to 61 million Facebook 
users during the 2010 US congressional elections, 
observational studies are difficult to identify in a social 
networks its effects are studies in and it is unknown to us 
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whether online social networks operate in the same way 
shown in 14–19. The political self-expression, real-word 
voting behaviours and information seekers of millions of 
people were influenced directly, the messages are not only 
influenced it also influences the friends and friends of 
friends. 

Collaborative-filtering and RSs are principally concerned 
with two related problems:  

Rating prediction and Ranking. The rating prediction goal 
is to predict the rating of users. The ranking task will help 
in making digital or hard copies.  

Adomavicius and Tuzhilin did an survey on collaborative 
filtering and RSs. Jiang-et-al presented top-k 
recommendations. Rendle et al. came up with generic 
optimization (Opt) which is taken from maximum 
posterior estimator for personalised ranking there are 
many pervious other methods to increase  
recommendation accuracy. Ma et al proposed user’s rating 
which is influenced by his/her friends. Jamali and Ester 
says that user’s interest is claimed by their friends, thus 
says us that user’s latent relationship is similar to his/her 
latent features. MF Yang et al. claims to split the original 
social network into circles. Ratings predicted of an item is 
predicted by different circles under different categories. 
Jiang et al. He considered of enriching the information by 
user-item link prediction by representation star-structured 
hybrid graph. Sun et al uses collaborative nowcasting 
model along with mobile assistant to increase the accuracy 
of an item recommendation. In contrast traditional 
recommendation is different from our online social 
recommendation in term of social propagation, our model 
explores following, users group affiliation information   in 
the we come to know about how exactly to improve voting 
recommendation using social and group information 
simultaneously. 

One-class collaborative filtering (OCCF) handles binary 
rating data for multiple channels, which will say user-
voting activity’s action or not, in this only positive actions 
are observed. As of our knowledge we are the very first to 
study online social votings recommendation. 

 

Fig 1: Social Voting Propagation Para diagram. 

In the social propagation the user A is the admin and he is 
the one who can initiate the voting mechanism and based 
on the latent relationship and matrix factorization the 
votes will only be recommended to the users who has 
relationship among the items of matrix factorization. 

Imagine user B as a friend of user A and he well known 
about the item, which user A as initialized voting then this 
vote will be visible to the user B and he can vote to that 
question. And this vote can hop 2, that means the friend of 
B who knows about that item and well aware of that item 
but not friend of an user A then even he can  also answer 
to that vote as he is well known about the item. 

Now user C is friend of user A but the recommendation 
system will not recommend  as he is not in MF as well as 
he/she will not be knowing about that particular latent 
item, so it won’t display the vote to user C but if friend of 
user C knows about the latent item then he can vote . this 
is how our new social voting recommendation system 
works. 

III. SOCIAL VOTING RECOMMENDATION 

For effective recommendation we use the following 
equations and following algorithms for recommendation 
for cold starters as well as heavy users. 

Weibo-MF Model: User latent feature Qu determines the 
user-voting interaction Ru,i  and voting latent feature Pi, 
user-group interaction Gu,n is determined by user latent 
feature Qu and group latent feature Yn, and user–user 
interaction S∗u,v is determined by user latent feature Qu 
and factor feature Zv.  
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Fig 2a : Weibo heterogeneous information 

Fig 2a Shows the schema of Weibo heterogeneous 
information network. It has three types of objects, namely, 
user (U), voting (V), and group (G). 

We consider some different metapaths for the purpose of 
NN voting recommendation 2b-2d shows different 
metapaths.  

The solid lines are social connections, the dashed 
indicates the lines between users and groups, a user joins a 
group.  

 

Fig 2b U-G-U-V metapath 

 

Fig 2c U-U-V metapath. 

 

Fig 2d U-V-U-V metapath. 

UGUV Metapath : As shown in Fig. 2(b), Algorithm(2) 
U−G−U−V metapath finds the users in a same group and  
recommends voting for the target user. More specifically, 
UGUV works as follows. 

 

1) Let target user be u, UGUV searches ‘u’ in all the 
groups. Denote as Gu. 

2) For each joined group, search for all the users that 
belong to group g.  ‘g ∈ Gu’ 

3) Group users g report their relevant votings. 

4) Combining the reports of all groups. 

UUV(m-hop) Metapath: As in Fig.2(c), Algorithm(3). 
U−U−V (m−hop) metapath-based recommendation is to 
recommend a target user the relevant votings of his 
follow’s with in m-hops 

 

Algorithm 3 of UUV(m-Hop) Metapath 

UVUV metapath: As in Fig.2(d), Algorithm(4) the 
U−V−U−V metapath based recommendation is to 
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recommend their relevant votings for the target user and 
find users that share votings with the target user. 

 

For a target user u, UVUV works as follows. 

1) Find all voting that user u has participated in, and this 
denote as Iu. 

2) For each of the, find the set of users who have 
participated in j.  ‘j ∈ Iu’ Denote by Nj . 

3) Each user v ∈ Nj reports all the voting. 

4) Aggregate the reports of all users to assign scores to 
voting. 

Neighbourhoods in Latent Feature Space:  
neighbourhoods in the user latent feature space derived 
from MF models. 

a) UNN: UNN uses MF to obtain the user latent 
features. 

b) VNN: This approach works similarly as UNN. 
By combining both we get following formulas. 

 

Where ρ1, ρ2, ρ3, and ρ4 denotes the weights of UUV(m-
hop), UVUV, UGUV and UNN approaches. 

 

 

 

IV. EXPERIMENTS 

In this section, we evaluate the proposed MF models and 

NN models using Sina Weibo voting data set. 

A. Methodology 

The performance of a set of voting RSs using the same 
trace. It uses a simple popularity-based RS as the baseline 
model. 

• Most Pop: This RS recommends the most popular items 

to users, i.e., the voting’s that have been voted by the most 
numbers of users. 

For the Weibo-MF model proposed in (5), we evaluate 
several variants by setting different weights for social and 
group information. 

1) Voting-MF: By setting γs = 0 and γg = 0 in (5), we 
Only consider user-voting matrix and ignore social 
and group information. Note that Voting-MF is 
essentially the same as All Rank model, which is 
proposed in [12].  

2) Voting + Social-MF: By setting γs > 0 and γg = 0, 
we additionally consider social network 
information on top of Voting-MF. 

3) Voting + Group-MF: By setting γs = 0 and γg > 0, 
we additionally consider user-group matrix 
information on top of Voting-MF. 

4) Weibo-MF: By setting γs > 0 and γg > 0, we add  
both social and group information to Voting-MF. 

For NN-based RSs, we evaluate UGUV metapath and 
UUV(mhop) metapath (with m = 1, 2) described in 
Section IVC1;UNN, VNN described in Section IV-C2; 
and the hybrid approach described in Section IV-C3 by 
setting different weights in (14). 

B. MF-Based Approaches 

We tune the regularization constant λ and the optimal 
value is 0.5. For the dimensionality, we choose j0 = 10. 

In Voting-MF model, the parameters that lead to the best 
top-20 hit rate are: wm = 0.01 and rm = 0. As expected, 
Voting-MF significantly out performs the naive popularity 
based RS. Since user-voting data are binary, impute the 
missing value of user-voting as rm < 1, leading to the 
same result as rm = 0.  

Voting + Group-MF, the optimal parameters are γg = 
0.1,w(G) m = 0.001, and gm = 0.  

In Voting + Social-MF, the optimal parameters are γs = 
0.1,w(S)m = 0.00005, and sm = 0.  

Due to the computation constraints, we only present the 
results of j0 = 10 for all different MF models here. 

It is evident that Weibo-MF outperforms all other MF-
based approaches, since more information used in the 
model leads to more prediction power. Regarding the 
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results between Voting-MF and Voting + Social-MF, it is 
noticed that Voting-MF model is good to represent. 
Adding social information to Voting-MF leads to 
additional ten plus present relative gain.Another 
interesting observation is that Voting + Group-MF and 
Weibo-MF almost cannot or can only bring limited 
improvement over Voting + Social-MF approach. 

C. NN-Based Approaches 

Table shows the top-k hit rate for neighbourhood-based 
methods. The percentage numbers in each cell are the 
relative improvements over the Most Pop method. Among 
which UNN is based on user latent features obtained by 
Voting-MF at j0 = 80. In Table, we can see that UGUV + 
UNN outperforms UNN, and UGUV + UVUV 
outperforms UVUV. 

This suggests that group information is helpful for social 
voting recommendation. Meanwhile, UGUV + UUV(2-
hop) + UNN performs almost the same as UUV(2-hop) + 
UNN, with top-20 hit rate of 0.175 versus 0.174; and 
UGUV + UUV (2-hop) + UVUV performs almost the 
same as UUV(2-hop) + UVUV, with a top-20 hit rate of 
0.138 versus 0.139. 

TABLE 

 

V. CONCLUSION AND FUTURE WORK 

In this paper, we come up with two approaches mainly 
Matrix Factorization-based and NN-based 
Recommendation System’s for online social voting. By 
experimenting with real data, we come to know that both 
social and group affiliation information can drastically 
improve accuracy of   popularity based RSs, mainly for 
new users or cold users and group affiliation information 
is dominated in NN-based approaches by social network 

information. This paper we can improve the 
recommendation accuracy of cold starters then for heavy 
users, by taking the valuable information from the social 
and group information. 

This is our first approach towards online social voting 
recommendation. As further we would like study about 
how this can implemented for an individual user to 
develop a customized Recommendation system, provided 
access to all his/her social neighborhoods and activity of 
an user.  
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