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Abstract— Artificial intelligence techniques are being used 
effectively in medical diagnostic support tools to increase the 
diagnostic accuracy and provide some additional knowledge that 
can help in diagnosis. Classification of electroencephalogram 
(EEG) signals is an important basis for a brain-computer 
interface (BCI) systems. In this paper an effort is made to review 
some of these techniques which are applied on standard five EEG 
datasets (A-E) and give a brief comparison for the same in terms 
of classification accuracy of EEG data. Feature extraction 
techniques and neural network is used to classify the data. 
Wavelet Transform (WT), Principle Component Analysis (PCA), 
Independent Component Analysis (ICA), etc. are feature 
extraction techniques. Literature presents different techniques to 
classify data such as probabilistic neural network (PNN), Support 
Vector Machine (SVM), Artificial Neural Networks (ANN), etc. 
Combination of WT and SVM improved the classification 
accuracy than other combinations such as DWT with ANN, ICA 
with MLPN, PCA with ANN and DWT with PNN. 

Index Terms-- Electro-encephalogram (EEG), Wavelet Transform 
(WT), Principle Component Analysis (PCA), Support Vector 
Machine (SVM), Multilayer Perceptron Neural Network 
(MLPNN), Probabilistic Neural Network (PNN). 

I.  INTRODUCTION  

The Electro-encephalogram (EEG) is highly complex signal, 
widely used clinically to investigate brain disorders [1]. EEG 
signals are highly non-linear, aperiodic, time varying 
responses characterized with small amplitude and very low 
frequency [4]. EEG signals involve a great deal of 
information about the function of the brain. It is a record of 
electrical potentials generated by cerebral cortex nerve cells. 
The changes in the voltage difference between electrodes are 
sensed and amplified before being transmitted to a computer 
program to display the tracing of the voltage potential 
recordings [5], [16]. 

In order to extract relevant information from recordings of 
brain electrical activity, a variety of computerized-analysis 
methods have been developed. In early days Fast Fourier 
Transform (FFT) was used for analysis of EEG signals, but 
FFT suffers from large noise sensitivity. Parametric power 
spectrum methods such as autoregressive (AR), reduces the 
spectral loss problems and gives better frequency resolution 
[6]. Since EEG signals are non-stationary, the parametric 

methods are not suitable for frequency decomposition of these 
signals [18]. Another method is Short Time Fourier 
Transform (STFT) which provides resolution in short window 
of time for all frequencies. FFT, AR, STFT do not have time 
and frequency resolution at same time [3], [7].  

To extract the features of EEG signals and to overcome the 
problems of STFT, AR, FFT, a power-full tool that is 
Wavelet Transform can be applied to extract the wavelet 
coefficients of discrete time signals. This procedure makes 
use of multi-rate signal-processing techniques [1], [7]. 

Artificial Neural Networks have been used in great number of 
medical diagnostic decision support system applications 
because of the belief that these have great predictive power. 
Many authors have shown that combining the prediction of 
several models often results in a prediction accuracy that is 
higher than that of individual models [8]. In this paper, we 
discuss various methods proposed for classification of same 
EEG datasets. 

Rest of the paper is organized as follows: Section II describes 
EEG Data Acquisition. Section III includes, various feature 
Extraction Techniques proposed by different peoples for same 
EEG dataset. Section IV is about Classification Methods. 
Section V is Comparison of results, last section concludes this 
work. 

II. EEG DATA ACQUISITION 

This paper is review of all papers that have used the data 
taken from which is publicly available [4]. The EEG dataset 
consists of five sets (denoted A-E), with each set containing 
100 single-channels EEG signals of 23.6 S [4]. Each signal 
has been selected after visual inspection for artifacts and has 
passed a weak stationary criterion [9]. The sampling rate of 
the data is 173.61s. The time series have the spectral 
bandwidth of the acquisition system, which is 0.5 Hz to 85 
Hz. The application of a low-pass filter of 40 Hz is regarded 
as the first step of analysis. Sets A and B have been taken 
from surface EEG recordings of five healthy volunteers with 
eyes open and closed, respectively, the other two sets have 
been measured in seizure-free intervals from five patients in 
the epileptogenic zone (D) and from the hippocampal 
formation of the opposite hemisphere of the brain (C), set E 
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containing seizure activity, and it is selected from all 
recording sites exhibiting ictal activity. Datasets A and B are 
recorded extra cranially, whereas sets C, D, and E are 
recorded intracranially. Apart from the different recording 
electrodes, the recording parameters were fixed. 

 

Fig.1. Functional modules in a typical computerized EEG 
system. 

III. FEATURE EXTRACTION TECHNIQUES 

There are several feature extraction techniques in the 
literature, some of them which have been used in the papers 
as follows: 

A. Wavelet Transform: 

The Wavelet Transform (WT) is designed to address the 
problem of non stationary signals.  It involves representing a 
time function in terms of simple, fixed building blocks, 
termed Wavelets [16]. These building blocks are actually a 
family of functions which are derivedfrom a single 
generating function called the mother wavelet by translation 
and dilation operations. The main advantage of WT is that it 
has a varying window size, being broad at low frequencies 
and narrow at high frequencies, thus leading to an optimal 
time frequency resolution in all frequency ranges [14]. One-
dimensional WT is defined as, 

𝑊𝑊𝑓𝑓 =
1
√𝑑𝑑

� 𝑓𝑓(𝑡𝑡)
∞

−∞
Ψ∗ �

𝑡𝑡 − 𝑚𝑚
𝑑𝑑

�𝑑𝑑𝑑𝑑                        (1) 

Where ψ*(t) is the conjugate function of mother wavelet ψ(t) 
and d, m are called scale parameter and shift parameter 

respectively. Major advantage of WT for EEG signals is, 
itprovides the better time frequency resolution at same time 
andcompress data by preserving original information. 

B. Principle Component Analysis: 

Principal component analysis (PCA) has been called oneof 
the most valuable results from applied linear algebra. PCA is 
used abundantly in all forms of analysis from neuroscience to 
computer graphics - because it is a simple, non-parametric 
method of extracting relevant information from confusing 
data sets. PCA used for for finding similarity in data pattern. 
For any data set Z = [z1, z2, z3…zn] (n- dimension of data-
point). Suppose Z includes m data-points, the new set of data-
points is given by [15], 

𝑌𝑌𝑖𝑖 = 𝑧𝑧𝑖𝑖 −  𝜇𝜇               𝑖𝑖 = 1,2,3, … . .𝑚𝑚                           (2) 

𝜇𝜇is a mean vector. We have to find the covariance matrix of 
Yi can be expressed as, 

𝐶𝐶𝑛𝑛  𝑥𝑥  𝑛𝑛 = 𝑐𝑐𝑐𝑐𝑐𝑐�𝑧𝑧𝑖𝑖 , 𝑧𝑧𝑗𝑗 � ;  𝑖𝑖 = 1,2,3 … … .𝑛𝑛;   𝑗𝑗
= 1,2,3 … … .𝑛𝑛. (3) 

𝐶𝐶 =  �(𝑧𝑧𝑖𝑖 −  𝜇𝜇)
𝑚𝑚

𝑗𝑗=1

(𝑧𝑧𝑖𝑖 −  𝜇𝜇)𝑇𝑇                                        (4) 

m is total number of data-points. The eigen value λi and 
eigen 

Vectors ψi of covariance matrix C satisfy, 

𝐶𝐶𝜓𝜓𝑖𝑖 = 𝜆𝜆𝑖𝑖𝜓𝜓𝑖𝑖                                                                          (5) 

𝐸𝐸 = [𝜓𝜓1 ,𝜓𝜓2,𝜓𝜓3, … . . ,𝜓𝜓𝑚𝑚 ]                                            (6) 

Project the data set Y into the eigen vector space, we get: 

𝑃𝑃𝑚𝑚  𝑥𝑥  𝑛𝑛 =  𝐸𝐸𝑇𝑇𝑌𝑌𝑇𝑇                                                                 (7) 

Where, Y = [Y1, Y2…. Yn]; We can easily mapped P back 
into the original coordinates, where 

𝑌𝑌𝑇𝑇 = 𝐸𝐸𝐸𝐸                                                                              (8) 

E is a orthogonal matrix, and  E-1 = ET 

𝑌𝑌′𝑇𝑇 =  𝐸𝐸′𝑃𝑃′                                                                           (9) 

If λi is arranged from the largest to the smallest and λiis 
arranged according to the value λi, we select the first k row 
of matrix P to form a matrix P’, which represents the 
principle component of the data set X. P’ can construct m 
data points with k dimension. We can mapped the principle 
component back into the original coordinates by, 

C. Independent Component Analysis: 

ICA is a signal processing technique in which observed 
random data is transformed into components that are 
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statistically independent from each other. Linear ICA was 
used to separate neural activity from muscle and blind 
artifacts in spontaneous EEG data. It was verified that the 
ICA can separate artifactual, stimulus locked, response-
locked, and nonevent related background EEG activities into 
separate components [5]. Furthermore, ICA would appear to 
be able to separate task-related potentials from other neural 
and artifactual EEG sources during hand movement 
imagination in form of independent components. Power 
spectra of the linear ICA transformations provided feature 
subsets with higher classification accuracy than the power 
spectra of the original EEG signals. 

IV. CLASSIFICATION METHODS 

Artificial neural network techniques are the recent 
trendsfor classification of 1-D and 2-D signals. In literature 
classification of EEG signals done by using various 
techniques such as feed forward network at different layers 
(FFNN), back propagation neural network (BPNN), principle 
component analysis (PCA), Support vector machine (SVM), 
Logistic Regression (LR), multilayer perceptron neural 
network (MLPNN), probabilistic neural network (PNN), etc. 

A. Support Vector Machine (SVM): 

SVM is a supervised learning machine based on 
Statistical theory. It trains a classifier by finding an optimal 
separating hyperplane which maximizes the margin between 
two classes of data in the kernel induced feature space. A 
training sample set {xi, yi}; i =1-N is considered, where N is 
total number of samples [2]. The hyperplane f(x) = 0 that 
separates the given data can be obtained as a solution to the 
following optimization problem, 

minimize: 
1
2
‖𝜔𝜔‖2 + 𝐶𝐶 ∑ 𝜉𝜉𝑖𝑖                                               (10)𝑁𝑁

𝑖𝑖=1   
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�   (11) 

Where C is a constant representing error penalty. Rewriting 
the above optimization problem in terms of Lagrange 
multiplier(λ), leads to the following problem [3], maximize, 
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Subjectto, 

0 ≤  𝜆𝜆𝑖𝑖  ≤ 𝐶𝐶                                                                (13)  

∑ 𝜆𝜆𝑖𝑖𝑦𝑦𝑖𝑖 = 0,                  𝑖𝑖 = 1,2,3, … . . ,𝑁𝑁𝑁𝑁
𝑖𝑖=1 (14) 

Holding hyperplane vectors are termed as support vectors. In 
literature SVM has been used to classify multiple datasets of 
EEG signals. 

B. MLPNN: 

The MLPNNs are the most commonly used neural-network 
architectures since they have features such as the ability to 
learn and generalize, smaller training-set requirements, fast 
operation, and ease of implementation [17]. One major 
property of these networks is their ability to find nonlinear 
surfaces separating the underlying patterns, which is generally 
considered as an improvement on conventional methods [1]. 
The MLPNN is a nonparametric technique for performing a 
wide variety of detection and estimation tasks [12]. 

C. Probabilistic Neural Network (PNN): 

A single PNN is capable of handling multiclass problems. 
This is opposite to the so-called one-against-the rest or one-
per-class approach taken by some classifiers, such as the 
SVM, which decompose a multiclass classification problem 
into dichotomies and each chotomizer, has to separate a single 
class from all others [3]. The PNN architecture is composed 
of many interconnected processing units or neurons organized 
in Successive layers. The input layer unit does not perform 
any computation and simply distributes the input to the 
neurons in the pattern layer. On receiving a pattern x from the 
input layer, the neuron xij of the pattern layer computes its 
output is given by [10],[17],  

𝜙𝜙𝑖𝑖𝑖𝑖 = 1

(2𝜋𝜋)
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Where d denotes the dimension of the pattern vector x, is the 
smoothing parameter, and xij is the neuron vector [11], [13]. 

V. COMPARATIVE DISCUSSION AND FUTURE WORK 

In literature, [6] has done two types of experiments, In the 
first experiment the raw datacontaining the 4096 samples for 
each series is used directly for feature extraction using 
discrete wavelet transform. In the second experiment a 
rectangular window which is formed by256 discrete data was 
selected. After down-sampling, for the 100 series set, a total 
of 1600 vectors is obtained from each set. The obtained data 
is used for feature extraction usingPCA [6]. PCA+ANN gives 
95.2% where as DWT+ANN gives 90.4% [6]. 

In [1] shown that the different features are extracted using 
DWT+ICA, classified using SVM, PNN, MLPNN [1]. The 
total-classification accuracies of SVM, PNN, and MLPNN 
obtained in the first experiment (training and testing sets 
consisted of raw data) were 98.23%, 98.05%, and 93.63%, 
respectively, as shown in table I. 
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The high classification accuracies of the multiclass SVM and 
PNN classifiers give insights into the features used for 
defining the EEG signals. The conclusions drawn in the 
applications demonstrated that the wavelet coefficients are the 
features, which represent the EEG signals, and by the usage 
of these features a good distinction between classes can be 
obtained. The applications of the SVM to the EEG signals 
presented in the literature consisted of two-class EEG-signals 
classification problem [7], [8]. In literature [9] used decision-
directed acyclic graphs (DDAGs) for application of the SVMs 
to the multiclass EEG (spontaneous EEG during five mental 
tasks) signals classification problem. A given DDAG is 
evaluated much like a binary decision tree, where each 
internal node implements a decision between two of the k 
classes of the classification problem. The multiclass SVM and 
error-correcting output codes (ECOC) algorithm used in our 
study to classify the EEG signals indicated higher 
performance than that of the multiclass SVM and the DDAG 
algorithm presented by [9]. Multiclass SVM trained on 
composite feature vectors obtains the highest accuracies as 
compared to the other classifiers. The accuracies obtained by 
the PNN are slightly lower than the accuracies of the 
multiclass SVM. The performance of these two classifiers is 
then compared with that of the MLPNN. Thelowest 
accuracies are obtained by the MLPNN. 

CLASSIFICATION 
TECHNIQUES 

 
ACCURACY (%) 

DWT + ANN 90.4 
ICA + MLPN 93.63 
PCA + ANN 95.4 
DWT + PNN 98.05 
DWT + SVM 99.28 

 
V.CONCLUSION  

Classification of EEG signals is a challenging task for 
researchers. The paper described few feature extraction and 
classification techniques which have been used for 
classification of five datasets of EEG signals. WT reduced 
data and provided better features as compared with PCA and 
ICA.  

The multiclass SVM showed great performance since it maps 
the features to a higher dimensional space. Besides this, the 
PNN provided encouraging results, which could have 
originated from the architecture of the PNN. The performance 
of the MLPNN was not as high as the multiclass SVM and 
PNN. This may be attributed to several factors including the 
training algorithms, estimation of the network parameters, and 
the scattered and mixed nature of the features.  Study of the 
present paper demonstrated that the multiclass SVM and PNN 

can be used in the classification of the EEG signals by taking 
into consideration the misclassification rates. Performance of 
classifier further improved by using combination of different 
machine learning and artificial neural techniques with number 
of hidden layers. 
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