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Abstract - In educational environment, a plethora of data is
available. The number of factors are generated during the
analysis of the educational database. This paper determine the
factors which makes a great impact on the academic performance
and the precise model must be developed for enhancing the
performance of academics. Tinto's model have been discussed to
analyze the interaction between institute and student in order to
analyse the drop out decisions. The geometric model has been
suggested to study the various factors of the student. Factor
analysis is introduced for reducing the numerous factors. Factor
analysis is incorporated in the process of development of DSS
model.
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INTRODUCTION

Educational data mining is the way which has the ability to
discover the knowledge from the educational environment.
Educational data mining aims to analyze the prediction
system of academic performance. In EDM, during the
learning process, the data is gathered from the various
resources and then further studies can be made using the
techniques such as statistics, machine learning and other data
mining techniques.

It is still a hot issue to determine the factors which makes a
great impact on the academic performance as well as the
development of a precise and deterministic model for the
enhancing the performance of the academics.

There can be variety of assessments applied to student
performance and can be aggregated to generate a single
measure to study the performance of student academically.
There can be various factors which can be estimated from
enrolment to tertiary in order to develop a deterministic
model of academic performance. When the value of the
factors weakens down the student is unable to continue in the
course to which they are enrolled.

BACKGROUND
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Different modelling methods have been introduced in
educational data to predict the retention of student. Tinto's
model proposed the theoretical framework for evaluating
factors in student's academic success[2].

In 1987, Vincent Tinto states that the process of student's
attrition is a socio-psychological interaction between the
characteristics of student enrolling in the university and the
experiences in the institute. The various key factors which
are responsible for the student attrition were stated as: lack of
ability to associate the new knowledge with the previous one,
a feeling of isolation, problem of adaptation. As over 35
years, Tinto's model have been undergoing great
amendments according to the present scenario. Over the
period of time, Tinto's model was upgraded and was named
as student's integration model, which states that "Students
who are academically and socially associated to campus
community results in increase in the commitment to the
institution, have the higher probability to be graduate." Tinto
and many other researchers have concluded that student
expectation and institutes objectives should coincide with
each other.[3]

GEOMTERIC MODEL FOR IDENTIFYING FACTORS

Various models have been introduced regarding the selection
of the factors affecting the student persistence to the
particular course. Among them, one of the model for the said
concept was geometric model. It is one of the simple model
which precisely express the relationship between college and
student. In this model, the student has been considered as the
core element and the three factors make an impact on that
element such that Cognitive factors, Social factors and
institutional factors which plays a substantial role in the
development, persistence and growth of the student. The
persistence process in this model illustrates to maintain the
intricate balance between the student resources and
institution resources. The student resources describes the
stuff brought to the campus by the student and the institution
resources depicts the facilities provided by the institution by
the student. The factors discussed in the geometric model can
be explained as: cognitive factors forms the academic ability
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of the student such as proficiency in reading, writing and
comprehension. Social factors describes the ability to
efficiently deal with other persons, cultural background and
personal attitudes. The institutional factors refers to the
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strategies, practices and culture of the college which makes a
great impact directly or indirectly on the students' growth,
development and persistence. [4]
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Figure 1 Tinto's Model

FRAMEWORK FOR THE STUDY [7]

Data mining techniques is used in educational field to predict
the academic performance of the student. A plethora of data
is available and knowledge has to be discovered from the
hidden patterns. The data can be academic or personal which
is used to enhance the performance in student's behavior and
also to improve the learning environment. The effective data
mining technique has to be applied for the analysis of factors
which makes the way for better academic planning and
management. The educational data is refined at each stage
and the model has been developed which increases the
performance. The following are the four phases of the study:-

(1]
METHODOLOGY FOR DATA PRE-PROCESSING

Factor analysis(FA) is the method used to discover the
factors of the student attributes as there is excessive data and
may have redundant dimensions in the data which can induce
the negative impact in discovering the performance of the
data mining methods. Factor analysis, generally preferred
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technique, to reduce the voluminous data into meaningful
and significant data. This method also perceives the
correlation structure between the number of considered
variables using the definition of a set of common hidden
elements termed as factors. The main objectives of FA are:
first, to reduce data dimensions into substantial
characteristics and second, to categorize variables using the
discovered relationship between the variables. Consequently,
there are two types of factor analysis: Exploratory FA and
Confirmatory FA. In EDM, various factors are discovered
which are identified as independent structure factors and then
task of determining the legitimate limit for the said factors is
to be performed. Thus, the related descriptions for each
variable must be deduced. After completion of these steps the
data abstraction and data volume reduction can be applied at
initial stage of the factor analysis. Data abstraction implies
that the factors which are concealed in the data, then these
factors are elucidated so that all the factors are revealed and
then reduction of variable can be performed. Data volume
reduction can be done by evaluating the scores for hidden
factors and then replacing it with the initial variables. [5]
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Figure 2The Geometric model of student persistence and achievement

Data

v
/2]
<
=
=1
)
w
=
s

preprocessing

Classifier
Algorithm

Second Phase
Third Phase

Academic DSS
Model

Evaluation
Classifier

Fourth Phase

Figure 2 Framework for the study of student development

[6]The initial assumption of FA is to consider the measured
variables as a linear combination of the latent factors which
is immeasurable explicitly. The purpose of FA is to
recognize the immeasurable factors, analogous behavior of
the variables and the related description of the variables.
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The general model of FA can be expressed mathematically as

>

Let X be column vector containing p measured variables,
be the mean vector of X, F' be the column vector contains ¢
latent factors, L be the px g matrix that transforms F to X.
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The elements of L represents the weight of each measured
variable contributed by each factor. € be the column vector,
which contains the p uncorrelated random errors. The
condition imposed is ¢ < p . So the model of FA can be
expressed as by Johnson and Wichern 1998:

Rummel, 2002, stated that " It untangles the linear
relationships into their separate patterns as each pattern will
appear as a factor delineating a distinct cluster of interrelated
data". The above statement can be interpreted as that FA
considers all the interdependent variables and categorize
them into a separate group, finally those variables can be
reduced to the number

of variables required in the experiment.

Algorithm to analyze the factors of student persistence using
Factor Analysis:[5]

Step 1: For a certain group select the primal variables based
on the geometric model.

Step 2: The test should be applied for the suitability of data
such as Kaiser-meyer-Olkin measure of sampling adequacy
or Bartlett's test of Sphericity for FA aplications.

Step 3: Determine the number derivation of factors using
Eigen value etc. i.e generation of scores.

Step 4: The factor scores are applied to the new limited set of
variables by replacing the original values.

CLASSIFICATION ALGORITHM

Classification algorithm basically predicts the membership of
the group for the given instance of data. The classification
process can be used to the reduced set of independent
variables. The algorithm discovers the hidden relationships
between the variables, so that the outcome can be predicted.
There can be various classification process which can be
used such as SVM, genetic algorithm, Bayesian
Classification etc.
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EVALUATION OF CLASSIFIER:

Accuracy, TP (True Positive) rate, FP (False-Positive) rate,
TN (True Negative) rate, FN (False Negative) rate has to be
evaluated using different models like 10- fold cross
validation and supplied test set.

GENERATED ACADEMIC MODEL:

Classification Algorithm generate the rules which is used to
develop the Decision Support System model for student
development, growth and persistence.

CONCLUSION:

Tinto's model was found to be very useful to analyze the
interaction between the institute and student and can reduce
the number of drop out students. Geometric model identified
the various factors which makes a great impact on the student
development, growth and persistence. Those factors have
been categorized as Cognitive, Social and Institutional which
plays a vital role for academic growth of the student. Factor
analysis has been found to be the most effective way to
reduce the number of variables. At the initial stage of the
study, the preprocessing of data has to be performed so
reduction of the factors falls under this category. Then any
one of the classification algorithm can be applied to the pre-
processed data. Various classifiers generated can be
evaluated which helps in the development of the DSS model
for the development of the student.
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