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Abstract —Image denoising is the most essential step in any
higher level image processing operations like image
segmentation Or object tracking, due to occurrence of
undesirable noise is inherent to any physical image retrieval
device. It is a fundamental process in image processing, pattern
recognition, and computer vision fields. The main objective of
image denoising is 10 enhance Or restore a noisy image and
help the other system (or human) to understand it better. TO
improve the performance of image processing in this work we
proposed a an efficient image denoising approach based on
hybrid decomposition utilizing wavelet to achieve fast and
efficient denoising of images. on the basis of simulation result
wehave measured performance parameters such as efficiency
and capability of wavelet transforms as a promising
mathematical image processing tool in terms of image
denoising.

Keywords: PSNR, Wavelet Decomposition, Symlet Filter,
Thresholding and Gaussian noise.

I.  INTRODUCTION

Images obtained from the real world are always mixed
with noise. The noise brought in is derived from multiple
sources. The imperfect instrument itself would produce a
certain amount of noise when the image is taken. When
transforming the optical signal into a digital signal, the
pixel’s value at specific location is dependent to the
number of photons the corresponding captor has received.
So the instability of the number of receiving photons can
cause the production of noise. Moreover, during image’s
amplification and transmission, additional perturbations
can be introduced by electronic devices and transmission
lines.

There are several different types of noise in digital images.
For instance, shot noise is generated by the random way
photons are emitted from a light source especially when
the light intensity is limited and it is usually characterized
by Poisson distribution. Thermal noise, also known as dark
current noise, is produced by thermal agitation of electrons
at sensing sites and highly dependent on the sensor’s
temperature and the exposure time. Images with impulsive
noise, which is generally caused by the malfunctioning of
elements in the camera sensors or timing errors in the data
transmission process, have bright pixels in dark areas and
dark pixels in bright areas. And quantization noise often
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happens due to the errors when an analog signal is
converted to a number of discrete digital values.

Among various transform domain denoising approaches,
wavelet transform is increasingly considered as a powerful
tool for its outstanding denoising performance.

A wavelet is a brief wave-form oscillation with amplitude
that begins at zero, increases and decreases back to zero. It
has small area, limited length and the average is zero.
Wavelets can analyze a signal in detail based on different
scales. To apply a wavelet transform, a particular wavelet,
as known as mother wavelet, is chosen first. Then it is
translated and diluted to meet a given scale and locate the
specific position, while investigating its correlations with
the analyzed signal. From alternated point of view, the
wavelet analysis is a two channel digital filter bank
consisting of a lowpass and a highpass filter. The lowpass
filtering yields an approximation of a signal at a given
scale, whereas the highpass filtering yields the details that
constitute the differ-ence between the two successive
approximations. The following figure 1.1 illustrates the
wavelet decomposition of one scale.
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LH HH

Figure 1.1 wavelet decomposition one scale.
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The directions response the order in which the highpass
(H) and lowpass (L) filters are applied along the
orientations of the input image. For instance, Label LH
refers to the subband in which the coefficients are the
output of the lowpass filter in the horizontal direction and
the highpass filter in the vertical direction. The subbands
LH, HL, HH are details, which represents vertical,
horizontal and diagonal details and structures, respectively.
LL is the low resolution residual and can be further split at
coarser scales.

Il.  WAVELET TRANSFORMS AND DENOISING

Wavelets are mathematical functions that analyze data
according to scale or resolution [19]. They aid in studying
a signal in different windows or at different resolutions.
For example, if the signal is viewed in a large window,
gross features could be noticed, but if viewed in a small
window, only small features could be noticed. Wavelets
provide some advantages over Fourier transforms. Asthey
do a good job in approximating signals with sharp spikes
or signals having discontinuities. The Wavelets could also
for speech, music, video and non-stationary stochastic
signals. Wavelets could be used in applications such as
image compression, human vision, radar, earthquake
prediction, etc. [19].

The term “wavelets” is used to refer to a set of
orthonormal basis functions generated by dilation and
translation of scaling function ¢ and a mother wavelet ¢
[15]. The finite scale multiresolution representation of a
discrete function can be called as a discrete wavelet
transform [18]. DWT is a fast linear operation on a data
vector; length is an integer power of 2. Such transform is
invertible and orthogonal, where as the inverse transform
expressed as a matrix is the transpose of the transform
matrix. The wavelet basis or function, different sines and
cosines as in Fourier transform (FT), is quite localized in
space. But similar to sines and cosines, the individual
wavelet functions are localized in frequency.

A. Wavelet Thresholding

Donoho and Johnstone [17] pioneered the work on
filtering of additive Gaussian noise using wavelet
thresholding. Theproperties and behavior, wavelets play a
major role in image compression and image denoising.
Since our topic of interest iS image denoising, the latter
application has been discussed in detail. Wavelet
coefficients calculated by a wavelet transform represent
change in the time series at a exacting resolution. By
taking into consideration the time series at different
resolutions, it is then possible to filter out noise.
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The term wavelet thresholding is explained as
decomposition of the data or the image into wavelet
coefficients, comparing with the detail coefficients with a
given threshold value, and shrinking suchcoefficients close
to zero to take away the effect of noise in from the data.
The image is reconstructed from the modified coefficients.
This process is also called as the inverse discrete wavelet
transform. All throughthresholding, a wavelet coefficient
has been compared with a given threshold and is set to
zero if its magnitude is less than the threshold; other then it
is retained or modified depending on the threshold rule.
Thresholding distinguishes the coefficients due to noise
and the ones consisting of important signal information.

The choice of a threshold is an important point. Which
plays a major role in the removal of noise in images
because denoising most frequently produces smoothed
images, dropping the image sharpness of the image. Care
should be taken for preserving the edges of the denoised
image. There exist manymethods for wavelet thresholding,
which rely on the option of a threshold value. Some
usuallyused techniques for image noise removal include
VisuShrink, SureShrink and BayesShrink [15, 16, 17].

Now let us focus on the three methods of thresholding
mentioned earlier. For all these methods the image is first
subjected to a discrete wavelet transform, which
decomposes the image into may sub-bands. Graphically it
can be represented as shown in Figure.2.1.
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Fig.2.1: DWT on 2-dimensional data
I1l. PROPOSED METHODOLOGY

The proposed methodology followed in this work is
presented here with the block diagram and flow chart of
algorithm execution. Proposed methodology significantly
improves the results compared to previous work. Which is
explained in the next section of the paper. In Fig. 3.1
shows the block diagram and Fig. 3.2 shows the flow chart
of proposed methodology.
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Fig. 3.1: Block Diagram of Proposed Methodology

In Fig. 3.1 block diagram of proposed methodology is
displayed which has two main blocks i.e. first gaussian
noise of values sigma=0.01 to 0.05 is added to original
input image and then second block denoising using
wavelet decomposition iS applied with reverse bi
orthogonal filter followed by hard thresholding. The
second block has the series structure of wavelet
decomposition with filters bi orthogonal filter followed
by soft thresholding is applied, and denoised image as
output of the system.
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Fig. 3.2: Flow Chart of Proposed Methodology
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In Fig. 3.2 flow chart of proposed methodology is
shown. As the proposed denoising algorithm starts a
original image should be given as input for processing.
The original image is attacked with different intensities
of gaussian noise (¢ = 0.01 to 0.05) to checking the
robustness and efficiency of denoising method. Then
wavelet decomposition with two different values is
applied one after another for optimum results and these
are 'rbio2.2' filter with hard thresholding and then
'biorl.1" filter with soft thresholding.

After processing of noisy image with wavelet
decomposition image is denoised and PSNR is calculate
of denoised image which is improved than previous
methods.

IV. SIMULATION RESULTS

The simulation of proposed methodology as explained in
previous section is simulated and performed on different
images to check the authenticity of results on various
images. The images are Image Categoryl, lena, Image
Category 2vegetables aretaken for simulation. During
simulation we have calculated peak signal to noise ratio
(PSNR), that shows the Fig. of merit for denoising
algorithms, means large value of PSNR of denoised
image, efficient the denoising method is. Among all the
results we have displayed one here how denoising
methodology is working and the Table | compares the
PSNR values of proposed work with the previously
applied methodologies, and found efficient in every
manner Of denoising.

Lena_256

Fig. 4.1Lena Noisy Images with Different Noise Levels
(a) 0.01, (b) 0.02, (c) 0.03, (d) 0.04, (e) 0.05

Noise Level: 0.01 | PSNR:32.8 dB| RMSE:5.86 | Time :
0.2190 Sec.

Noise Level: 0.02 | PSNR:30.5 dB| RMSE:7.62 | Time :
0.1361 Sec.

Noise Level: 0.03 | PSNR:29.1 dB| RMSE:9.03 | Time :
0.1352 Sec.

Noise Level: 0.04 | PSNR:28.0 dB| RMSE:10.19 | Time :
0.1236 Sec.
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Noise Level: 0.05 | PSNR:27.2 dB| RMSE:11.15 | Time :
0.1335 Sec.

Table 1 has given 256x256 image PSNR comparison
with previous work (existing work) with proposed work
at noise level 0.01, 0.03 and 0.05 three noise samples.
PSNR value of proposed work is always batter then
previous base work from [1].

It is observed form table 1 that PSNR vale of proposed
work is better for same noise level it shows that
proposed work is better as compared to existing base

(b)

V. CONCLUSION AND FUTURE SCOPE

The simulation of proposed work has been dome on
Matlab Ra2011 . The performance of proposed work has
been evaluated based on noise level PSNR value. The
value of PSNR of proposed outcome has been compared to
the value existing base for Lena image. The outcome of
proposed work has better in terms of image quality noise
and compression ratio.The denoising algorithm is applied
on various gaussian noised images and the results of
robustness areclear from table of PSNR compared with the
previous values. From the results itcan be concluded that
the denoising method of proposed algorithm is efficient
than the previously applied methodologies. In future more
series combination of wavelet filters will give better
results, and this concept is also implemented with other
decomposition techniques to get the better results.
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