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Abstract-The paper describes the method used for digital image
Sforensic which is based on source camera identification. In this
method we are finding the sensor pattern noise which is generated
because these pixels are made of silicon and capture light by
converting photons into electrons using photoelectric effect. The
charge accumulated at every pixel is transfer out to the sensor
amplified, &then run through analog to digital convertor that
convert it to digital signal. There are many factors introduce both
systematic & random deviation. It is exactly these fluctuations that
find important application in forensic analysis. Then find the
reference pattern noise by using dreshden image which is the
unique identification of each camera &then creating the
connection between image &camera.
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I INTRODUCTION

The sensor pattern noise (SPN) based source camera
identification proof method has been entrenched. The normal
practice is to subtract a de-noised image from the first one to
get a estimate of the SPN. Different systems to enhance
SPN's unwavering quality have already been proposed.
Identification the best strategy is imperative, for both
analysts and scientific specialists in law requirement offices.
Shockingly, the outcomes from past examinations have
turned out to be irreproducible and exceptional — there is no
agreement on which system works the best. Here, we broadly
give an outline of different SPN based source camera
identification proof techniques.

It is notable that the pattern noise (SPN)
characteristically implanted in an advanced image can be
utilized to distinguish the source camera with which the
image was taken. The SPN based source camera
recognizable proof is among the most encouraging advanced
criminological systems. By removing the SPN from a
presume image, the source camera can be found, giving a
basic hint or proof for law authorization organizations.

sSensor

In their fundamental work [9], Lukas et al. has set out the
principal conspires for SPN based
recognizable proof, which comprises of three sections:
separating the SPN from a image, creating the reference
pattern noise (RPN) for a camera and building up the
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connection between a image and a camera. Inexhaustible
investigations are committed t0 enhancing the execution of
SPN based source ID. Some of them concentrate on finding
the ideal de-noising filter for SPN extraction [1], [4], [15],
[5], while some others concentrate on expanding the
dependability of the extricated (SPN improving).

It is for the most part perceived that the disintegration in SPN
is caused by two sources, one is the non-unique artifacts
(NUA) shared among various cameras and the other is the
obstruction from image content. There are different SPN
upgrading strategies proposed in the writing. Some of these
techniques go for dispensing with the NUA while others
attempt t0 balance defilement presented by image content.
Assessing contrasts in execution between these strategies is
critical; however as of now unfeasible because of conflicting
assessment conditions crosswise over different investigations
— at the end of the day, it is not yet clear which technique
works the best. For instance, most examinations depend on
self-manufactured datasets, making it difficult to duplicate
and entomb look at the announced outcomes. Figure 1.1
shows the pattern noise of imaging sensor.

Pattern noise

FPN PRNU

Low-frequency
PNU defects

Fig 1.1: the pattern noise of imaging sensor source [9].
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I1. The PRNU Focused Camera Model
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Fig 2.1: shows CCD digital camera imaging pipeline.

The Fig 2.1 shows CCD digital camera imaging pipeline.
Notwithstanding the sensor sort, the average charge created

at a sensor from Y € """ enlightenment is:
Y + KY (2.1)

Where K € R speaks to the PRNU that is broadly
accepted to take after a white Gaussian noise. Another
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wellspring of example noise is presented at the imaging
sensors, known as dark current. This is because of thermal
energy that can create free electrons in silicon with no
enlightenment uncovered on the sensor. There are little
vacillations in the number of created free electrons from
pixel to another. However, this sensor defect can't be utilized
as a part of image scientific. This is because of its high
reliance on the temperature and its immediate proportionality
to the initial time setting in the camera that is not generally
accessible for the investigator. Additionally, the dark current
are smothered in a few cameras by subtracting a dull casing
from the last image.

The two sensor flaws are referred to join as sensor pattern
noise (SPN). In any case, PRNU noise is the most
predominant piece of SPN, and not at all like the other
segment it is constantly present in an image and can't be
subtracted in like manner buyer cameras. Thus, a few papers
in the field perceive SPN as the unique fingerprint of a
camera sensor. With slight mishandle of terms, we utilize the
terms exchangeable to keep up the consistency of the
phrasing in this paper.

As we said over, (2.1) speaks to the average number of
gathered electrons. The genuine number can be all the
more/less than or equivalent to the normal, and its
conveyance about the average takes after a Poisson
distribution (where its fluctuation breaks even with its mean).
It is typically alluded to as shot noise or photonic noise.
From over, the quantity of gathered electrons can be
communicated as:

Y + KY + Npc + Ny (2.2)

Where N € RN is the quantity of electrons because of
N, e R™N s
consequence Of the Poisson shot noise. The yield speaker
that changes the photon induced electrons at the sensors into
a quantifiable flag includes a zero-mean read-out noise that is
free of the estimation of the flag. The flag is then gamma
amended to change in accordance with human vision and

quantized with an ADC before sparing. The last image can
be communicated as:

thermal energy, and the zero-mean

I=g"(Y +KY +Np. +Ng)+ N, (23)

Where g is the amplifier gain, y(= 0.45 commonly) is the
gamma element, and N, e R™Vis the quantization noise

(the peruser can allude to for more insights about camera
noise sources and attributes). With the Taylor extension

A+ X)* =1+ax+0O(x*) at x = 0, and by re-
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orchestrating the section in (3) into the previous, we reach

NS+N (2.4)
Y

I=gVYV[l+;/K+7N5+7NDC+O(|K+ DC |2)+qu

The last term in the square section is small and can be

disregarded. Let l,=9"Y”and

N, =/ Ng + N + queans the blend of the free

irregular noise segments. To abstain from presenting
numerous documentations, the images are retained as takes

after K = »K . This prompts:

I =1,+KI,+N, (2.4)

The model is pretty much embraced in all the current PRNU-
based strategies in spite of the different wordings. Also,

numerous procedures show Kl + N, joined as white
Gaussian process. In the writing, a few writers recognize K
by the PRNU variable and Kl , by the PRNU flag. In any

case, K is the real unique finger impression of a camera, and
every one of the procedures certainly or unequivocally tries
to evaluate this amount or a scaled form of it—which we
essentially allude to by the PRNU.

1. BACKGROUND AND RELATED WORKS

In this section, we first review the fundamental scheme of
SPN based source identification introduced in [9]. Then we
briefly describe some typical enhancing methods.

3.1 The Fundamental Scheme

In [9], Lukas et al. set up the capacity of SPN as a
distinguishing proof of its source camera. For an image I, the
SPN n of which can be approximated by the noise leftover
separated from the first image:

n=1-F() 2.5)

Where a wavelet based filter [14] is prescribed as the de-
noising filter F. For a camera C, a reference pattern noise
(RPN) r of which can be accomplished by averaging the
SPNs of numerous images caught by C:

(2.6)

Where L is the quantity of images required in making the
RPN and prescribed to be no fewer than 50. It is in addition
suggested that level field images or blue sky images are
superior for creating the RPN. To choose whether an image
is taken by a specific camera, standardized cross-relationship
(NCC) between the SPN and the RPN is ascertained:
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(n=n).(r=r)

p=corr(n,r)= — -
In=n].[[r—7]|

(2.7)

The image is considered as being caught by the camera if the
relationship p surpasses a predefined threshold.

Note that in a later work from a similar research group [3],
Eq. (2.6) is supplanted by a maximum likelihood estimator to
apprise the PRNU (photo-response non-uniformity) of a
camera. The NCC estimation of Eg. (2.4) is likewise
proposed to be supplanted by the peak to correlation energy
(PCE) proportion in [8]. Be that as it may, since we misuse
level field images (image of roughly steady power) in our
examinations to form the RPN, there is no much distinction
between utilizing the PRNU estimator of [3] and the
straightforward averaging technique for Egq.( 2.6). In
addition, presumably because of its straightforwardness, the
NCC estimation is still generally embraced in the writing,
particularly in the related examinations that we are assessing.
Along these lines, in this work, we stick to utilizing Eqg.
(2.5)-(2.7) as the benchmark conspires.

3.1.1 The Wavelet Based De-noising Filter

This filter was initially proposed in [21], and it works as
takes after. The fourth-level wavelet disintegration of the
image with the 8-tap Daubechies quadrature reflects filter is
first ascertained. Let the wavelet coefficients in the vertical,
even, and corner to corner sub-bands be separately indicated
by h(i,j), v(i,j), d(i,j), (i,j) € T, where T is the record set of
the wavelet coefficients that relies upon the disintegration
level. The de-noised wavelet coefficients are gotten utilizing
the Wiener filter:
PP
G 0)=h G ) o
o (i, ])+ oy

(2.8)

What’s more, comparably for v(i, j) and d(i, j). aoz(i, j) is
the change (variance) of the noise that is thought to be a
white Gaussian process, furthermore, o ? (i, J) speaks to the

assessed nearby fluctuation of the wavelet coefficients of the
"first" noise free image—these coefficients are demonstrated
as locally stationary iid factors with zero mean. The most
extreme a posteriori (MAP) estimation is utilized to acquire
the nearby difference:

AME max(O,i2 > h*(x,2)-0y°) (2.9)

(x,y)eB,

Where gxq is the measure of the window Bq around (i,j); it

was proposed to set q € {3, 5, 7, 9}. The base of the four
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differences is utilized as a part of (2.8), i.e.

& (i, §) =min(6,2 (i §).6,°(. ).6,°(. ).6,°G. ) (2.10)
The de-noised image is then gotten by applying the
backwards wavelet change on the de-noised coefficients. It

was appeared that the decision of 602 (i, J) has little effect

on the execution of the filter in PRNU extraction. The
creators, all through their different forms of this work,

recommended setting o, in the vicinity of 2 and 5.

3.2 Enhancing the RPN of a Camera

The motivation of enhancing the RPN of a camera is to
remove the linear pattern and non-unique artifacts shared
among different Although the inter-camera
similarities have been recognized earlier in [9], it is in [3]
where two specific operations —zero-mean and Wiener
filtering is first proposed to tackle these undesired artifacts.

cameras.

3.2.1 Zero-mean (ZM) operation [3]:

It is believed that linear pattern will be introduced into the
RPN due to the color interpolation in cameras as well as the
row-wise and column-wise operation of sensors and
processing circuits. To remove such linear pattern, the RPN
obtained with Eqg. (2.6) is processed by zeroing out the
means Of its columns and rows.

3.2.2 Wiener Filtering (WF) operation [3]:

It is also observed that the blockiness artifacts caused by
JPEG compression may affect the estimated RPN. As such, a
Wiener filter in the Fourier domain is applied to the RPN r to
suppress the peaks and ridges in its
rea{F{F‘ZM(R”jn F(ZM (R)) | -W (| F(ZM (R)) |)]}
IF(ZM(R)) |
(2.11)

spectrum:

Where F indicates the Fourier transform and W is a 3x3
Wiener filter. The above two operations were introduced at a
very early stage of the research of SPN. After an extensive
review Of related works, we observed that while the ZM
operation has been adopted by many, the WF operation has
been frequently neglected. However, as will be seen in
Section 4, we show that the contribution of the WF operation
has been largely undervalued.

3.2.3 Phase RPN [11]:

Kang et al. propose to use a ‘phase RPN’ in order to remove
the various artifacts [11]. Specifically, the SPNs of the
reference images are first transformed to the Fourier domain,
the whitened spectra are averaged before being transformed
back to the spatial domain:
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W.

Fonee = r€al| F7* % (2.12)

F(n)
| F(n)|
The phase RPN and the WF operation share the spirit of
spectrum flattening. Our study shows that the two operations
indeed give very close performances.

Where W = is the phase component of the SPN .

3.2.4 Sensor Pattern Noise Enhancer Model [12]:

In Li [12], proposed an enhancing technique in light of the
speculation that the stronger a signal component in noise
residual is, the more likely that it is associated with strong
scene details, and hence the less trustworthy the component
should be. Working in conjunction with the wavelet-based
de-noising operation, the speculation proposes that an
enhanced PRNU can be accomplished by relegating less
weighting variables on solid segments of the noise leftover in
the advanced wavelet area keeping in mind the end goal to
suppress the defilement of scene subtle elements. To this
end, the creator proposed five models to be connected.

3.2.5 The Color Decoupling Approach (CD) [16]:

The work [16] considers the attributes of the color filter array
(CFA) structure. That is, the focal points of most cameras let
through beams of the three color parts, yet for each pixel just
the beams of one color are passed through the CFA and
therefore caught by the sensor pixel. At that point, a color
insertion calculation produces the other two color parts of
each pixel. The counterfeit hues gotten through the color
introduction prepare (known is de-mosaicking) are not
physically obtained from the scene by the sensor. In this
manner, it is accepted that the PRNU separated from the
physical parts ought to be more dependable. The practically
all inclusive CFA in cameras is the Bayer filter where pixels
in odd/even lines exchange amongst green and red, and
pixels in even/odd lines interchange amongst blue and green.
In view of this suspicion, the creators proposed another
system that initially decays each image into 4 sub-images
(interweaved along the two measurements) and after that
concentrates the PRNU from each sub-picture. The PRNU
noises Of the sub-images are then gathered to acquire the last
one. This technique means to keep the addition noise from
proliferating into the PRNU estimation of the physically
caught pixels. Figure 2.3 shows PRNU extraction process of
the CD method.
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Fig 2.3 shows PRNU extraction process of the CD method
source [16].

V. CONCLUSION

This paper provide a review of various method used for
PRNU based source camera identification. Initially it
provides an overview of the PRNU after that it tell about the
PRNU focused camera model. Then it tells in brief the basic
mechanism used for the source camera identification. After
that it provide a basic introduction of 5 methods used for
PRNU based source camera identification.
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