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Abstract-Healthcare data is very rich and it includes a record of 

services received, conditions of those services, and clinical 

outcomes or information concerning those services. With the 

development of incredible machine learning systems, it is 

presently possible to get more noteworthy bits of knowledge 

from the accessible information. Machine learning is when a 

computer has been taught to recognise patterns by providing it 

with data and an algorithm to help understand that data. The 

prediction system designed is to suggest medicines/drugs 

prescribed for the particular disease by training the patient’s 

history medical data using collaborative filtering technique. 

The predictive results also includes the doctor suggestions 

based on the user rating information and the system also allows 

the user to query for drugs that satisfy a set of conditions based 

on side effects and symptoms. 

Keywords—Collaborative Filtering (CL), Support Vector 

Machine (SVM), Machine Learning Algorithms, Prediction 

system  

I. INTRODUCTION 

Today electronic health record is growing fast and is 

becoming the most powerful tool in the medical toolkit. 

All the information has to be stored in the cloud because 

the size of the electronic file containing the complete 

patient record is estimated to be as much as six terabytes 

since nowadays the advanced patient monitoring systems 

collect the data every second that forms huge amount of 

dataset. A data file that large has to undergo technical 

processing in order to get confined outcome for the huge 

data collected which enables the practice of quality 

healthcare. A doctor alone would not be able to process 

this huge medical information of a patient. It will require 

high-powered computing, using insights from machine 

learning – a type of artificial intelligence that enables 

computers to find hidden insights without being 

programmed. Algorithms will interrogate with the vast 

data sets and surface recommended treatment plans 

tailored to individuals. There are two things required for 

the successful application of machine learning in 

healthcare is the intelligent algorithms and the rich data 

sets.  

Machine learning programs take the entire knowledge that 

a physician has beside his experience in treating patients. 

Well, the idea behind artificial intelligence in the pharma 

industry is not to substitute doctors but to upgrade their 

medical expertise. Moreover, from the entire information 

related to diseases and its medication, the doctors have a 

generous amount of data available to them. When a person 

is affected by an infection or a disease, generally the 

patient will consult doctor and the doctor will prescribe 

some tablets. Generally the patient goes with doctor’s 

opinion and takes any drug which is prescribed by the 

doctor. Mostly people will not think to get the second 

opinion. Example for diseases like fever, cold, headache 

people do not need to take second opinion. But for some 

disease like hormonal deficiency, chronic disorders, and 

other serious diseases, it is always advisable to take a 

second opinion from a well known physician. The type of 

tablets for a particular disease would follow the same 

pattern for any individual. The medicinal records of 

individual patient are recorded and these archive records 

are used as trained data to predict the drugs for the patient 

who is suffering from the same disease.  

Medical data is growing huge that each and every activity 

of the patient is being recorded and this patient history can 

be used for the further prediction of the drugs for the 

patients whose is suffering from the similar disease. The 

Patient’s medical information, their symptoms, disease 

diagnosis records, prescribed medicines and other related 

details are being recorded. The attributes study is 

processed in order to group the patients based on their 

illness, symptoms, diagnosis information and drugs 

prescribed. When a new patient is added to the database, 

the patient’s medical history is analyzed and that patient is 

categorized to the already existing groups. These attributes 

will be compared with the new patient’s symptoms whose 

drug has to be suggested by identifying the disease 

suffered by patient that patient. Training data sets are 

created to identify the disease by using supervised machine 

learning with the help of Support Vector Machine 

algorithm. Once disease is diagnosed, the list of medicine 

available for that disease is analyzed. Later the patient’s 

profile in which these drugs are prescribed is analyzed. 

Best drug for the particular illness is identified and the 

drug is arranged based on top priority whose feedback has 
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less side effects. Side effects of the drugs are also kept in 

track in order to suggest best results for the user.    

II. LITERATURE SURVEY 

Machine learning algorithms are being used nowadays in 

recommender systems for providing better 

recommendations. Collaborative filtering is used in 

recommender systems which consider user data when 

processing information for the recommendation.  Chronic 

diseases such as heart disease, breast cancer, and diabetes 

are on the rise and there is a growing need for a system 

that helps diagnose these diseases at an early stage. 

Machine learning and neural networks have recently 

gained traction as reliable and robust prediction systems 

that help provide a deeper insight into the statistical 

data.Using data from the past, it is possible to design a 

machine learning system that helps doctors diagnose 

diseases with a higher level of accuracy [9]. The proposed 

system makes use of collaborative filtering for suggesting 

symptoms to the patient and machine learning algorithms 

like support vector machine for disease prediction.In order 

to give users an interactive and easy to use interface, the 

web platform can be used. Early diagnosis and 

identification of diseases play a vital role in the field of 

medicine. With the emergence of powerful machine 

learning techniques, it is now possible to derive greater 

insights from the available data. The proposed system 

allows users to enter symptoms and uses machine learning 

techniques to recommend similar symptoms. Another 

machine learning technique for classification is discussed 

which is used predict the possibility of having a disease. 

The results demonstrate the effectiveness of different 

machine learning techniques on the given data [2].  

Essentially, rather than just presenting a directory of 

family doctors in alphabetical order for patients to choose 

from, the new primary care plan will empower patients to 

take an active role in selecting their own family doctors. 

The matchmaking process requires the healthcare network 

to learn about the healthcare preferences of each patient 

and to generate personalized recommendations 

accordingly. However, the healthcare network still needs 

to address several concerns before fully implementing and 

deploying the matchmaking mechanism as one of the key 

features in its digital health service. As patients have 

different levels of engagement with the healthcare 

network, information availability varies significantly 

across individuals. Firstly, a majority of patients have 

never before consulted with family doctors, since primary 

care is not mandatory before accessing other specialized 

services. It would be challenging for the network to learn 

about their preferences without data about past 

interactions. Secondly, patients who have had previous 

consultations with family doctors but want to change from 

their current doctor may be interested in knowing about the 

preferences of other patients who have visited the same 

family doctor. For example, patients often find a 

conflicting schedule with their current family doctor and 

may benefit from knowing about family doctors that have 

been visited by other similar patients. Finally, specific 

groups of patients, such as those with chronic illnesses, 

require special care and may benefit significantly from 

personalized primary care [5]. 

III. ARCHITECTURE 

The drug prediction system is designed using the latest 

Machine learning algorithm called the collaborative 

filtering which is used in various field of marketing to 

predict the user preferences. The prediction system 

recommends the drugs and best doctors for the patients 

using the previous patient history data. The datasets are 

trained using classification algorithm known as support 

vector machine and collaborative filtering technique to 

analyse the disease suffered by the group of patients 

having the similar illness symptoms and clinical 

information. These trained data are used to further predict 

the disease for the individual patient whose attributes are 

compared with the similar features of the latter dataset and 

the corresponding drugs suggestion is analyzed for that 

particular disease.  

 

Figure 1 – Architecture diagram 

Input Data 

The dataset are collected from the medical cloud data 

service provider in order to train the data for predicting the 

target value. Initially the cleaning process is carried out by 

removing out-of-scope episodes and deriving consistent 

patient and doctor IDs across all hospitals. Along with the 

patient and doctor information the diagnosis details are 

also collected which is the important source for this 

prediction system. Diagnosis details include the patient’s 

medical history with attributes like the diseases with 

corresponding symptoms and drugs prescribed for that 

particular disease.  

Prediction Process 
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Pre-processed trained data from the previous step is 

undergone a classification phase where each data is 

assigned a numerical value using the Support Vector 

Machine which is computationally effective binary 

classification algorithm. The goal of SVM is to find an 

optimal separating hyperplane which maximizes the 

margin for training dataset. SVM model gets trained 

quickly as compared to artificial neural networks and has 

pretty good accuracy for small and medium-sized datasets. 

SVM algorithm is supported with different kernels for 

finding similarity between two feature vectors. 

Straightforward calculations are utilized by 

recommendation systems with an expectation to give the 

most exact and pertinent things to the client with assistance 

of filtering information that is helpful from a substantial 

pool of data base. They find designs in the information 

present in the dataset by learning the preferences of user 

and show results that co-identifies with their requirements. 

Collaborative filtering is then used to channel the patient 

records which have a place just with this class. The user 

enters a symptom and patient records of the user class 

having this symptom are utilized to discover different 

symptoms shown by them. These related symptoms are 

recommended to the user. The user at that point may 

choose at least one recommended symptoms dependent on 

which progressively related symptoms are proposed. This 

helps the user to search for symptoms endured by patients 

with comparable conditions. Further drugs are suggested 

for the particular disease that is analyzed with the help 

symptoms.  

Result Data 

Predicted outcome of best match subset can be referred 

either by the doctors or by the patients for a second 

opinion on what exactly the doctor has suggested to the 

patient. Prediction process not only suggests the drug 

analysis for the user, it also further suggests the best doctor 

details for the particular disease diagnosis using the patient 

feedback. Also the resultant drug list is prioritized with 

fewer side effects causing medicines at the top followed by 

relative one. 

IV. WORK FLOW 

In the healthcare domain, applications of recommender 

systems include assisting the decision-making process in 

the disease analysis, identifying the symptoms, predicting 

the appropriate drug for the particular disease, supporting 

patients to find preventative healthcare help by suggesting 

doctors based on user feedback, and providing 

personalized healthcare guidance. With the help of 

machine learning algorithms the prediction analysis has 

made a benchmark in many fields. In accordance with the 

drug prediction to the user based on the patient’s medical 

history, collaborative filtering technique is being used. To 

classify the attributes of the medical datasets like 

symptoms of the patient, disease analysis, drugs 

prescribed, side effects feedback by the patients, and other 

related attributes are categorized and the individual 

patients with similar attributes are predicted with the 

appropriate drug for a particular disease. 

a. Support Vector Machine 

The objective of the support vector machine algorithm is to 

find a hyperplane in an N-dimensional space (N — the 

number of features) that distinctly classifies the data 

points. To separate the two classes of data points, there are 

many possible hyperplanes that could be chosen. 

Hyperplanes are decision boundaries that help classify the 

data points. Data points falling on either side of the 

hyperplane can be attributed to different classes. Also, the 

dimension of the hyperplane depends upon the number of 

features. If the number of input features is 2, then the 

hyperplane is just a line. If the number of input features is 

3, then the hyperplane becomes a two-dimensional plane. 

It becomes difficult to imagine when the number of 

features exceeds 3. Support vectors are data points that are 

closer to the hyperplane and influence the position and 

orientation of the hyperplane. By using these support 

vectors, the margin of the classifier can be maximized.  

b. Collaborative Filtering 

Collaborative filtering (CF) is one of the most popular 

techniques for building recommender systems. It is a 

method of making automatic predictions about the 

requirement of a user by collecting preferences or related 

information from many users (collaborating). Collective 

filtering technology guesses that the user's preferences 

won't change over time. There are two main types of CF 

algorithms: memory user-based collaborative filtering and 

item-based collaborative filtering. Very often, prediction 

accuracy can be improved by combining them into a single 

model. The difference is that user-based collaborative 

filtering tries to find the collections of similar users and 

recommend the historical resources of the target user’s 

similar users, whereas the item-based collaborative 

filtering tries to find the collections of similar resources 

and recommend the resources which are similar to the 

target user’s resource history. The CF technology can find 

out the new resources which are similar to the target user’s 

resource history. It means that CF technology can detect 

the potential resource that the target user may be interested 

in. 

User-based CF can be implemented using the formulas that 

shows how to calculate relationship r_(d,m ), the 

prediction about how doctor suggests the patient with the 

particular drug ‘m’ for the disease‘d’. By aggregating the 

over all drugs ‘m’ prescribed for the patients with similar 

diseases‘d’ (the set of patients with similar disease is 

marked with S; the similarity function is marked with sim). 

The more similar a disease is the more influence the drug 
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analysis has to be with the overall prediction. The value of 

w is the weighting factor used to scale the sum down to a 

single drug prediction analysis. 

𝑟𝑑,𝑚 = 𝑤 ∑ 𝑠𝑖𝑚(𝑑, 𝑑′)𝑟𝑑′,𝑚 … … … … … … . . (1)

𝑑′∈𝑆

 

𝑤 =  
1

∑ |𝑠𝑖𝑚(𝑑, 𝑑′)|𝑑′∈𝑆
… … … … … … … . (2) 

c. Vector Similarity 

Because both user-based collaborating filtering and item-

based collaborating filtering need to measure the 

similarity, the three most popular similarity measure 

methods are as follows. The user-item score matrix R is an 

m × n matrix, which means there are m users and n items. 

Ru, c means that the user u gives the item c a score Ru, c. 

In Cosine similarity, the user’s scores of the items are 

considered as an n-dimensional vector, and the cosine 

angle between the users’ score vectors represents the 

similarity between the users. The cosine similarity formula 

is as follows: 

sim(ui, uj)

=  
∑ Ri,c . Rj,c

n
c=1

√∑ Ri,c
2n

c=1  √∑ Rj,c
2n

c=1

… … … . . … … … … . (3) 

In Modified cosine similarity, the cosine similarity has a 

shortcoming that the user may not score the item, which 

will result in errors in the results. To make up for this, 

modified cosine similarity is proposed. The user ui and uj 

have scored two item sets Ii and Ij, respectively. The items 

in both Ii and Ij form a set Iij. The modified cosine 

similarity formula is as follows: 

sim(ui, uj)

=  
∑ (c∈Iij

Ri,c − R i̅)(Rj,c − R j̅)

√∑ (Ri,c − R i̅)
2

c∈Ii
 √∑ (Rj,c − R j̅)

2
c∈Ij

… … . . (4) 

In Pearson correlation coefficient, the set Iij contains items 

that both ui and uj have scored. The Pearson’s correlation 

coefficient formula is as follows: 

sim(ui, uj)

=  
∑ (c∈Iij

Ri,c − R i̅)(Rj,c − R j̅)

√∑ (Ri,c − R i̅)
2

c∈Iij
 √∑ (Rj,c − R j̅)

2
c∈Iij

… … … (5) 

For the prediction system of suggesting drugs and doctors 

with respect to the disease analyzed by the symptoms 

detail given by the user, cosine similarity technique is used 

in order predict the similar drug used by the patients 

having similar disease and symptoms. K nearest neighbour 

query technique is used to find two outcomes. First, use 

the similarity measure methods to measure the similarities 

between target patient and other patient. Second, select k 

patient with the highest k similarity degrees to be the 

neighbors of the target patient. Finally, form a neighbour 

set with the k selected patient in non-incremental order of 

the similarity degrees. The final outcome would the list of 

drug prediction for a particular disease of the target 

patient. 

V. IMPLEMENTATION AND RESULTS 

Step 1 - The medications and illness data will be stored in 

the Database of the Hospital environment. In order to build 

this system manually and not in real time, the datasets are 

taken from the kaggle data resource center. For the real 

time application, the healthcare data can be accessed from 

the cloud where the data is getting updataed every second. 

The datasets collected are huge in number where the 

preprocessing and data handling is done with the help of 

pandas python package. The data is accessed from the file 

and the requested job is redirected back to the prediction 

system where the results are stored again for the future use.  

 

Figure 2 – Flow Diagram 

Step 2 – Patient history data accessed from the database is 

pre-processed and trained to form several attributes 

category. These attribute category are assigned with a 

numerical vector value that is used to compare and find the 

similarity of test data for the recommendation of medical 

drug for the predicted disease.  

Step 3 – Collaborating filter technique is applied with the 

user-based collaborative filtering to find the collections of 

similar users and recommend the historical resources of 

the target user’s similar users. As the comparison with the 

number of train data increases the accuracy of the 

prediction is high.  

Step 4 - The prediction system allows a user to query for 

drugs that satisfy a set of conditions based on drug 

properties, such as drug indications, side effects, and drug 

interactions, and also takes into account patient profiles.  

Step 5 - Automatic suggestion of the alternative drugs are 

also included. Predicted result is further examined by the 

doctors for to decide the dosage and other details.  



INTERNATIONAL JOURNAL OF SCIENTIFIC PROGRESS AND RESEARCH (IJSPR)                                           ISSN: 2349-4689 

Issue 158, Volume 58, Number 01, April 2019 

www.ijspr.com                                                                                                                                                                                  IJSPR | 15 

The implementation is processed on Jupyter platform using 

python. The important packages used to implement 

machine learning algorithm is Surprise toolkit which is a 

Python scikit building and analyzing recommender 

systems. This toolkit provides various ready-to-use 

prediction algorithms which includes baseline algorithms, 

neighborhood methods, matrix factorization-based such as 

SVD (Singular value decomposition), PMF (Probabilistic 

matrix factorization), SVD++, NMF (Non-Negative 

Matrix factorization) etc. Also, various similarity measures 

(cosine, MSD, pearson) are built-in.  

Few snippets of results are as follows: 

 

Figure – 3 Snippet 1 

 

Figure – 4 Snippet 2 

VI. CONCLUSION 

Healthcare Data Prediction System using Collaborative 

Filtering a Machine Learning Technique is the application 

where the patient’s electronic health records are 

maintained and managed. The health records are used to 

make the machine learn the meaning of various medical 

attributes in order to give suggestion to the user based on 

their requirement. This prediction system group the 

patients with respect to the illness they are suffering from 

through the disease symptoms attribute further prescribed 

drugs and doctor details are taken as the target attribute. 

Therefore when a user request for the information, new 

user data are compared with the trained medical data of the 

prediction system and desired results are provided to the 

user.  

 Further the system can be enhanced by applying this 

prediction technique to analyse the medical data for 

complicated disease diagnosis. Machine can be trained 

with the knowledge of the medical data which is used to 

predict the disease and the corresponding diagnosis. 

Advanced medical data like X-ray images, mammograms, 

MRIs, ECG data etc. can be trained in order predict the 

disease that the patient is suffering from. 
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